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Abstract
Accurate prediction of crude palm oil (CPO) prices is important especially when investors deal with ever-increasing risks and uncertainties in the future. Therefore, the applicability of the forecasting approaches in predicting the CPO prices is becoming the matter into concerns. In this study, two artificial intelligence approaches, has been used namely artificial neural network (ANN) and adaptive neuro fuzzy inference system (ANFIS). We employed in-sample forecasting on daily free-on-board CPO prices in Malaysia and the series data stretching from a period of January first, 2004 to the end of December 2011. The predictability power of the artificial intelligence approaches was also made in regard with the statistical forecasting approach such as the autoregressive fractionally integrated moving average (ARFIMA) models. The general findings demonstrated that the ANN model is superior compared to the ANFIS and ARFIMA models.

Introduction
An accurate forecasting on CPO prices is considered critical especially in dealing with risks and uncertainties for the oil palm business. For the most widely used model to forecast CPO prices is the Box and Jenkins (1976) model. This model presents the parsimony and produces the rational results for linear time series data. In recent years, the use of statistical forecasting approaches has been challenged by artificial intelligence approaches (Firat & Gungor, 2008; Flores et al., 2012; Kisi et al., 2012; Samanta, 2011; Wang et al., 2009). All the studies reviewed so far, there are limits to how far the statistical forecasting approaches can be applied. This due to predictability of those statistical forecasting approaches to predict the CPO prices is still remaining an innermost depth questions among the researchers in the econometrics modelling literature.

Due to the common factor of level of risks and uncertainties, we look into the gap of which models are appropriate to forecast the CPO prices in Malaysia? In this case, we applied the previous empirical evidence on two artificial intelligence approaches, namely artificial neural network (ANN) and adaptive neuro fuzzy inference system (ANFIS). A review of the artificial intelligence forecasting on CPO prices is beyond the scope of this paper since only one relevant study available, such Karia and Bujang (2011), applied the ANN to forecast the CPO prices. Looking into different field of time series forecasting, the adaptation of artificial intelligence is snowballing (BuHamra et al., 2003; Buragohain & Mahanta, 2008; Chen & Lin, 2006; Hossain et al., 2012; Kurian et al., 2006; Mohandes et al., 2011; Naderloo et al., 2012; Nath, 2001; Talei et al., 2010; Yunos et al., 2008).

The artificial intelligence based forecasting approaches is an increasingly important area for the time series forecasting. Therefore, it is difficult to ignore the use of ANN model to predict the reliable forecast. Duy et al. (2009) found the ANN is a stable model for prediction with a surprisingly low overhead. Additionally, the ANN found by Hamzacebi (2008) provide better forecast with the lower RMSE in a strong seasonality time series data. If the seasonality is weak, adjusting the network structure would be better. Consistent to the previous study, it is found by Rojas et al. (2008) and Sallehuddin et al. (2009) the ANN is superior to predict nonlinear time series data. However, if we compared with the ANFIS, it has the ability to deal with linear and nonlinear time series data (Maia et al., 2008).
The evidence found by Maier and Dandy (1996) reported that the ANN model is better for the long term forecasting. For this reason, the ANN model needs the large number of sample data and parameters (Karia & Bujang, 2011; Khashei et al., 2009). Besides that, the reasons of the ANN model necessitates large numbers of sample data and parameter is considered as one of the efforts to reduce the risk of overfitting (Maia et al., 2008; Zhang et al., 2001). However, in the point of view of Kim et al. (2004), the overfitting behaviour by ANN model seems not to be a problem since it would be beneficial for the complex financial time series analysis. Therefore, the best thing about the ANFIS characteristics that combine the "IF-THEN" rules of fuzzy inference system (FIS) and the ability of ANN do not require large number of sample data and parameters (Hsu, 2010; Karia & Bujang, 2011; Kisi et al., 2012; Vairappan et al., 2009). However, the ANFIS model has been identified by Wang et al. (2009) to create the potencies of numerical problem since it is the combination of the ANN and FIS. Consistent to previous study, Vairappan et al. (2009) revealed that ANFIS model ignore the correlation among the inputs data which might resulting inefficient and affecting the robustness of forecasting modelling techniques. Additionally, Chang and Chang (2006) draws our attention that the ANFIS model is time demanded for defining parameters and training construction. Worst come to worst, tuning the membership function (MF) can lead into utterly complex alteration of human intelligence of FIS.

Wang et al. (2009) pointed out that the ANFIS model displaying the standard of forecasting and produce the lowermost errors compared to ANN model. This findings are supported by the previous empirical evidence since the ANFIS model assemble the human thinking process and learning strategy (Chang & Chang, 2006; Chang et al., 2011; Chang & Chang, 2001; Loukas, 2001). More recently, literature has emerged that offers contradictory findings about the effectiveness between the ANN and ANFIS models. The performance of the ANN and ANFIS models found to be almost similar and they displays decent result (Boyacioglu & Avci, 2010; Malekmohamadi et al., 2011). The finding of Wei et al. (2007) is consistent with the previous study. The ANN and ANFIS recognized with their effectiveness in overcome the complex problems. However, between ANN and ANFIS which of the both models are effective to overcome the complex problem? This question answered by Yunos et al. (2008), the ANFIS model found to be effective than the ANN model. This proof with their current finding which ANFIS is efficient to forecast the KLCI.

The objective of this study is to compare the predictability power for the listed forecasting models in predicting the CPO prices in Malaysia. Therefore, we are trying to fulfil the gap by applying the previous empirical evidence on two artificial intelligence approaches, namely the ANN and ANFIS. In this present study, we also put an effort toward projecting the reliable forecast by considering the statistical approach namely autoregressive fractionally integrated moving average (ARFIMA) models.

This paper consists four main sections. First section describes comparative analysis of forecasting techniques. Section 2 provides materials and method that applied to forecast the daily CPO prices in Malaysia followed by section 3 which present the empirical results and discussion on artificial intelligence and statistical approach. Finally, section 4 is conclusion of this study.

**Materials and Method**

**Used data**

This present study focused on daily CPO prices (free-on-board Ringgit Malaysia US$/Tonne) in Malaysia during the period of time covered between the 1st of January 2004 and 31st of December 2011. The data sample consist 2087 observations of CPO pries records. Table 2.0 display the descriptive statistics of the CPO prices and the mean recorded at RM2284.55 per tonne. Based from the Jarque-Bera test result, the null of hypothesis which the CPO prices are normal distribution is rejected. Figure 2.0 is the depicted graph for the CPO prices in Malaysia.
Table 2.0: Descriptive Statistics of the CPO Prices

<table>
<thead>
<tr>
<th>Statistics</th>
<th>CPO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>RM 2284.55</td>
</tr>
<tr>
<td>Median</td>
<td>RM 2220.96</td>
</tr>
<tr>
<td>Maximum</td>
<td>RM 4300.67</td>
</tr>
<tr>
<td>Minimum</td>
<td>RM 1272.50</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>RM 753.24</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.3702</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>1.9155</td>
</tr>
</tbody>
</table>

Figure 2.0: The CPO Prices from 1st of January 2004 to end of December 2011

Artificial Neural Network (ANN)

The ANN is the abbreviation of artificial neural network. The application of ANN is found in the operation of the biological neural networks, but adopted in the extremely critical artificial intelligence forecasting technique. Even though the application of forecasting these days is truly advanced, but there are certain task that existing forecasting application is incapable to perform. The ANN consist the interconnecting neurons. Basically, each neuron or nodes are interconnected independently which showed in the Figure 2.1. Refer Bishop (1995) for detail on ANN model.

Figure 2.1: The Basic Artificial Neural Network Architecture

\[ Y = f \left[ \sum (x_1w_1 + x_2w_2 + \ldots + x_nw_n) + \beta \right] \]
The output from the neuron denoted as $Y$. Meanwhile, the inputs value presents by $x_i$. The connection weights and the bias value (threshold) presented by $w_i$ and $\beta$ respectively. The $f$ is the transfer function, typically known as sigmoidal function $f(x) = \frac{1}{1+e^{-\beta}}$

**Feed-Forward Neural Network Based Nonlinear Autoregressive (NAR)**

In this study, we applied the feed-forward neural network based from nonlinear autoregressive (NAR). The NAR is the system identification or dynamic modelling which build a physical system of the ANN. This dynamic modelling is vital for system analysis, simulation, monitoring and control for the ANN model. There are numerous numbers of dynamic modelling of the ANN, such as nonlinear autoregressive with external (NARX), nonlinear autoregressive (NAR), and the nonlinear input-output. In this study, the use of NAR as the dynamic modelling is already tolerable. The possible explanation for this is because of the NAR characteristics itself. It is utilizing the univariate time series data in which attracting our attention.

![Diagram of Nonlinear Autoregressive (NAR) Network](image)

**Figure 2.2**: Nonlinear Autoregressive (NAR) Network

**Adaptive Neuro Fuzzy Inference System (ANFIS)**

The ANFIS model seems to be a good approach to stun and undertake the limitations of the ANN model and statistical forecasting approaches. The rudimentary learning law of ANFIS founded from the chain rule and gradient decent by Werbos (1974). However Werbos failed to obtain attention for his invention due to limitation of ANN investigation at that time. As an effort to recover the Werbos perspective, Jang (1993) developed the ANFIS. The recommended ANFIS optimizing the power of ANN and its capabilities in nonlinear learning, meanwhile it is also absorbing in the rules of fuzzy logic which is applied the linguistic value in prediction which worth the higher precision and very powerful in prediction.

In this study, we applied the previous empirical evidence on Takagi-Sugeno-Kang fuzzy inference system. For the straightforwardness, the basic architecture of the ANFIS exposed in Figure 2.3 and assuming the model comprise five layers adaptive network which has two inputs namely $x$ and $y$ and one output $z$. The Takagi-Sugeno-Kang set of rules FIS showed as follows

Rule 1: If $x$ is $A_k$ and $y$ is $B_k$ then $f_i = p_i x + q_i y + r_i$.

Rule 2: If $x$ is $A_k$ and $y$ is $B_k$ then $f_i = p_i x + q_i y + r_i$. 

...
In this forecasting system, the inputs and output is in the linear combination and constant term. The final output produces in the last layer estimates the overall of the summation inbound signals.

**Layer 1**: It is also known as the input node. Each node in this layer generates membership characters which own by the Fuzzy groups in membership function. Every single node $i$ is an adaptive to the node function of:

- $Q^f_i = \mu_{A^i}(x)$ Which $i=1, 2$
- $Q^f_i = \mu_{B^i}(y)$ Which $i=3, 4$

Where the input node $i$ represented by $x$ and $y$. Meanwhile, the linguistic variables signified by $A^i$ and $B^i$ to a membership function of $\mu_{A^i}$ and $\mu_{B^i}$ correspondingly. The used of Triangular, Trapezoidal, Gaussian, Two Gaussian, Generalized Bell, and Pi-shaped membership function progressively widespread due to its smoothness and succinct construction.

The $a^i_r$, $b^i_r$, and $c^i_r$ is the premise parameters sets change the membership function. Premise parameter is also one of the applications of ANFIS to search for optimum performance by updating its parameters. It is work by defining the membership function parameters. The ANFIS implement gradient descent to tune them until to its best performance.

**Layer 2**: The entire node in this layer will be represented by “II” label which is the multiplication of the inbound signal from output $Q^f_i$ display the characteristic of corresponding in the degree of first layer. This means in the node of “II”, it is the situation where the fuzzy “IF THEN” rule is satisfied and tailored with the output function for the rule. It is given by

$$Q^f_i = w_i = \mu_{A^i}(x) \times \mu_{B^i}(y)$$ Which $i=1...4$;

**Layer 3**: The third layer labelled with “N”. The entire node in this layer is the static node. The $i$-Th node estimate the proportion of the $i$-Th rules of firing strength divided to the sum of firing strength of all the rules. This output of the “N” layer also known as normalized firing strengths. It is shown as follows
Layer 4: An adaptive node in this layer has the following 1- Th node function

\[ Q_l^t = \frac{w_t}{w^{t}_{1}+w^{t}_{2}} \]

Which \( t = 1 \ldots 4; \)

Where the \( \bar{w}_{l} \) the output created from the third layer, meanwhile the \( w_{2}, q_{l}, \) and \( \eta_{l} \) is not the premise parameters, but it is a consequent parameters. The consequent parameters is the another options of ANFIS to achieve its ideal performance. The coefficient of consequent parameters explain every of the output equation. In this application, the ANFIS employ least-square technique to identify them.

Layer 5: In this final layer, the static single node labelled with “\( \sum \)”estimates the overall of the summation inbound signals

\[ Q_{L} = \text{Inclusive Output} = \sum_{i} Q_{l}^{i_{1}} \]

\text{Autoregressive Fractionally Integrated Moving Average (ARFIMA)}

As we know, most of the high frequency time series data present the long memory. For this reason, we applied the ARFIMA model since it is very good model to forecast the time series that consist the long memory. The ARFIMA model is the higher level of the ARMA family which generalize the integrated value of ARIMA model by permitting non integer values of integrated. In this study, we give special attention towards the ARFIMA package introduced by Doornik and Ooms (2004), which the ARFIMA that possible for MLE for long memory time series data. It is said by the previous empirical evidence on ARFIMA model which consist the elements of fractionally difference \( d \) for the ranging of \( 0.0 \leq d \leq 0.5 \) is good to forecast the time series that persistence towards nonstationary. Refer Doornik and Ooms (2004) for complete explanations on ARFIMA package that possible for MLE.

The ARFIMA model exposed as \( \phi(L) (1- L)^{d} \eta_{t} = \theta(L) x_{t}, t = 1, \ldots, T. \) Meanwhile, the autoregressive part determined as \( \phi(L) = (1 - \theta_{1} L - \ldots - \theta_{p} L^{p}) \). The equation of \( \theta(L) = (1 + w_{2} L + \ldots w_{d} L^{d}) \) represents the elements of moving average. The main player in this model is the elements of fractionally difference \( (1 - L)^{d} \) which define as \( (1 - L)^{d} = \sum_{j=0}^{d} \frac{(-1)^{j}}{j!} L^{j}. \)

\text{Analysis of the Result}

In this study, we applied six of the statistical evaluation criterion for the sake of measuring the performance of the applied model. This statistical evaluation criterion are coefficient of determination \( (R^{2}) \), mean square error (MSE), mean absolute deviation (MAD), mean absolute percentage error (MAPE), root mean square error (RMSE) and scatter index (SI). The statistical evaluation criterion are exposed as follow

\[
\text{MSE} = \frac{\sum_{t=1}^{n} e_{t}^{2}}{n} \\
\text{MAD} = \frac{\sum_{t=1}^{n} e_{t}}{n} \\
\text{MAPE} = \sum_{t=1}^{n} \left| \frac{e_{t}}{y_{t}} \right| \times 100 \\
\text{RMSE} = \sqrt{\text{MSE}} = \sqrt{\frac{\sum_{t=1}^{n} e_{t}^{2}}{n}} \\
R^{2} = \frac{[\sum(y_{t} - \bar{y})(\hat{y}_{t} - \bar{y})]^{2}}{[\sum(y_{t} - \bar{y})^{2}][\sum(\hat{y}_{t} - \bar{y})^{2}]} \\
\text{SI} = \frac{\text{Mean of Observational Values}}{\text{Mean of Predicted Values}}
\]
Results and Discussion

Artificial Neural Network (ANN)

In this study, we randomly divide up the 100% of the target timesteps into 70% for training, 15% for validation and 15% for testing. As mentioned previously, we adopt the feed-forward neural network based for NAR model. Figure 3.0 display the NAR network architecture that utilized in projecting the CPO prices. The network architecture of the ANN model has been determined iteratively. The best fits of the number of hidden layer size and the feedback delays are 10 and 1:30 respectively. Meanwhile, the ANN network training was stopped up at the epoch point of 14 iterations.

Figure 3.0: The NAR Network Architecture

Table 3.0: Forecasting Performance of the ANN

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$</th>
<th>MSE</th>
<th>MAD</th>
<th>MAPE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>0.997917</td>
<td>0.000233</td>
<td>0.010055</td>
<td>0.001301</td>
<td>0.015279</td>
</tr>
</tbody>
</table>

Table 3.0 provides the results obtained from the analysis of the ANN model. The analysis of the result such as the value of $R^2$, MSE, MAD, MAPE and RMSE are also presented in Table 3.0. It can be seen from the Table 3.0 that the reported RMSE performance is statically significant by considering the Diebold and Mariano (1995) perspective stat ranging of -1.2 to +1.0.

The plots of the training, validation and test errors of the ANN model are shown in Figure 3.1. This figure is quite revealing in several ways. In this case, there is no evidence of overfitting by considering the following circumstances. First, the plots of the test and validation errors are very similar. Since the plots of the test errors is not raise significantly earlier than the validation errors increase. Second, there is no significant of overfitting at the point of the best validation performance which occurred at 8 iterations. Third, the MSE are small in which present the evidence that the performance of the validation errors improve with the training errors. Figure 3.2 shows the depicted graph and scatter plots for the observed and predicted CPO prices.

Figure 3.1: Plot of the Training, Validation and Test Errors for the ANN Model
Adaptive Neuro Fuzzy Inference System (ANFIS)

In this section, we applied the ANFIS model to forecast the CPO prices. We examined six types of membership functions (MFs) namely triangular, trapezoidal, gaussian, two gaussian, generalized bell and pi-shaped and clearly shows in Table 3.1. Among all types of the MFs, we provide two MFs on each of the four inputs, in which eight altogether. With this, the FIS structure consist 16 fuzzy rules with 104 parameters. So far, there is no readily available for the basic rule to verify the number of MFs of the ANFIS model. Therefore, we put an effort to avoid the large number of MFs since it would save time and calculation (Keskin et al., 2004; Kisi et al., 2012). The Figure 3.3 provides the graphical representation of the ANFIS structure.

Table 3.1: The ANFIS Prediction Using Different Types of MFs

<table>
<thead>
<tr>
<th>Type of MFs</th>
<th>$R^2$</th>
<th>MSE</th>
<th>MAD</th>
<th>MAPE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triangular</td>
<td>0.957369</td>
<td>0.004843</td>
<td>0.037885</td>
<td>0.004911</td>
<td>0.069589</td>
</tr>
<tr>
<td>Trapezoidal</td>
<td>0.976803</td>
<td>0.002698</td>
<td>0.034039</td>
<td>0.004405</td>
<td>0.051942</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.909387</td>
<td>0.015651</td>
<td>0.062890</td>
<td>0.008035</td>
<td>0.125104</td>
</tr>
<tr>
<td>Two Gaussian</td>
<td>0.925065</td>
<td>0.009886</td>
<td>0.048634</td>
<td>0.006278</td>
<td>0.099427</td>
</tr>
<tr>
<td>Generalized bell</td>
<td>0.941788</td>
<td>0.006987</td>
<td>0.040643</td>
<td>0.005288</td>
<td>0.083589</td>
</tr>
<tr>
<td>Pi-Shaped</td>
<td>0.930404</td>
<td>0.009442</td>
<td>0.046728</td>
<td>0.006067</td>
<td>0.097172</td>
</tr>
</tbody>
</table>

The results, as shown in Table 3.1, indicate that triangular and trapezoidal shaped MFs better than other applied MFs. Observing two of the results, it can be seen that the trapezoidal shaped MFs outperformed than the triangular shaped MFs. In respond to the values of the applied statistical criterion, we applied the trapezoidal shaped MFs to present the ANFIS model to predict CPO prices. This prediction shows in the Figure 3.4. If we now turn to compare the scatter plots in Figure 3.4 with the scatter plots in Figure 3.2, the ANFIS prediction is more scattered. In this case, the ANN is superior compared to ANFIS predictions. However, there is not much difference between both of these models. All of the reported RMSE result are statically significant by considering Diebold and Mariano (1995) perspectives and can be considered as an alternative model to predict the CPO prices in Malaysia.
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Autoregressive Fractionally Integrated Moving Average (ARFIMA)

The forecasting performance of the ARFIMA model to forecast the CPO prices illustrates in Table 3.2. It is apparent from this table that all of the reported RMSE result are statically significant for by considering the Diebold and Mariano (1995) perspectives. Additionally, it is obviously seen that the ARFIMA (1,0.0016,0) model provide an optimal results for CPO prices predictions. However, if we compared to its rival models, the ANN model is slightly better than the ARFIMA and ANFIS respectively. Figure 3.5 shows the depicted graph and scatter plots for observed and ARFIMA prediction.

Table 3.2: Forecasting Performance of the ARFIMA

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$</th>
<th>MSE</th>
<th>MAD</th>
<th>MAPE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARFIMA(1,0.0016,0)</td>
<td>0.997384</td>
<td>0.000290</td>
<td>0.010328</td>
<td>0.001337</td>
<td>0.017034</td>
</tr>
<tr>
<td>ARFIMA(1,0.0016,1)</td>
<td>0.997383</td>
<td>0.000290</td>
<td>0.010329</td>
<td>0.001338</td>
<td>0.017036</td>
</tr>
<tr>
<td>ARFIMA(2,0.0016,0)</td>
<td>0.997381</td>
<td>0.000290</td>
<td>0.010334</td>
<td>0.001338</td>
<td>0.017040</td>
</tr>
<tr>
<td>ARFIMA(2,0.0016,1)</td>
<td>0.997381</td>
<td>0.000290</td>
<td>0.010335</td>
<td>0.001338</td>
<td>0.017042</td>
</tr>
<tr>
<td>ARFIMA(2,0.0016,2)</td>
<td>0.997339</td>
<td>0.000295</td>
<td>0.010487</td>
<td>0.001358</td>
<td>0.017182</td>
</tr>
</tbody>
</table>

Conclusions

Accurate prediction of CPO prices is significant toward investors in dealing with ever increasing risks and uncertainties in the future. Therefore, we proposed the ANN, ANFIS and ARFIMA models to forecast the CPO prices in Malaysia. Among all of the listed models, we seek out for the most appropriate model to forecast the CPO prices. For this reason, we found that the ANN provides the superior result followed by ARFIMA and ANFIS respectively. Consistent to the previous study done by Boyacioglu and Avci (2010) and Malekmohamadi et al. (2011), we found that all of the listed models provide almost similar and they display decent result to forecast CPO prices. Besides, all of the reported RMSE are statically significant by considering the empirical evidence on Diebold and Mariano (1995) perspectives.
The most striking result to emerge from the forecasting performance is that the ARFIMA model has same standard level of forecasting ability among the listed artificial intelligence approaches. More to the point, we found that the applied ARFIMA model outperformed compared the ANFIS model in predicting the CPO prices. In spite of a fact, we believed that it may not because of the weaknesses of this ANFIS model itself. But, it is also depends with the time series characteristics.
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